
Problem: We want to understand how mapping choices 

(e.g., number of traceroute servers/data collection points, 

amount of data over time, number of targets) affect the 

coverage of the resulting network map 

 

Motivation: Structure of the Internet impacts security, 

performance, robustness, among others 

• Impossible to observe, can only approximate it 

• Conclusions are made from these approximations 

• Important to understand the quality of these 

approximations and the factors that influence them 
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Data collection problems: 

•Observability issues 

•Asymmetric routing 

•Topology changes 

•BGP costs/incentives evolve 

•“Hot potatoe” routing 

•Multiple IPs for router (ambiguous) 

•… 

Data collection points (traceroute servers) 

Coverage from these locations? 

Impossible to observe 

the actual internet map!  

- must approximate! 
- Increase the number of traceroutes from each server 

- Estimate number of traceroutes required for accurate 

coverage or convergence (from each location(s)) 

- Model coverage dynamics in real-time 

- Analyze coverage using intersection of destination IPs 

Input Files 

(or table) 

⋮ 

Each line passed to  

Individual mapper  

instances 

1.1.1.1→1.1.1.2→ 

       1.1.1.5 

1.1.1.1→1.1.1.2→1.1.1.5 

1.1.1.1→1.1.1.2→ 

       1.1.1.4 

1.1.1.1→1.1.1.2→1.1.1.4 

1.1.1.3→1.1.1.5→ 

       1.1.1.4 

1.1.1.3→1.1.1.5→1.1.1.4 

1.1.1.3→1.1.1.2→ 

       1.1.1.1 

1.1.1.3→1.1.1.2→1.1.1.1 

1.1.1.1, 1 

1.1.1.2, 1 

1.1.1.5, 1 

1.1.1.1, 1 

1.1.1.2, 1 

1.1.1.4, 1 

1.1.1.3, 1 

1.1.1.5, 1 

1.1.1.4, 1 

1.1.1.3, 1 

1.1.1.2, 1 

1.1.1.1, 1 

Sort &  

Shuffle 

1.1.1.1, 1 

1.1.1.1, 1 

1.1.1.1, 1 

1.1.1.2, 1 

1.1.1.2, 1 

1.1.1.2, 1 

1.1.1.3, 1 

1.1.1.3, 1 

1.1.1.4, 1 

1.1.1.4, 1 

1.1.1.5, 1 

1.1.1.5, 1 

1.1.1.1, 3 

1.1.1.2, 3 

1.1.1.3, 2 

1.1.1.4, 2 

1.1.1.5, 2 

1.1.1.1, 3 

1.1.1.2, 3 

1.1.1.3, 2 

1.1.1.4, 2 

1.1.1.5, 2 

Final Output 

Observations: 

• Traceroute servers see different parts of the Internet 

• Coverage increases as a function of the number of servers 

• For coverage to converge, one must increase the # of: 
 Traceroute servers (locations/data collection points) 

 Data (# of traceroute queries from each server) 

• Location matters (thus far) 
 

 
• real-time analytics over continuous streams of data 

                    Scalable- distributed key-value store, 

enables interactive access to trillions of records, 

petabytes of data across 1000’s of servers 

CAIDA Data1 

• 54 traceroute servers 

• Initial 3 weeks (20+GB) 

• TBD: 2 yrs (700+GB) 

 

Continuous Data Collection: 

• 48 hour probing cycles 

• Distribute probing across servers 

 
000.000.000.* 

⋮ 
255.255.255.* 

] A random IP in each 

prefix is probed 
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http://www.caida.org/data/active/ipv4_routed_topology_aslinks_dataset.xml. 

References 


